Now that we know how to calculate the gradient, we can initialize the weight vector w0 to some random value and proceed to iteratively refine that value.

Until some stopping condition  



Gt = vector of length n, initialized to all 0s 


      foreach candidate c 





dotprod = ∑i xc,i*wt,i 





diff = dotprod - yc 



      

foreach gradient index i 






                Gt,i =  Gt,i + diff * xc,i 


      foreach weight index i 



             wt+1,i = wt,i - η*Gt,i
The eta symbol is the learning rate. This has to be tuned based on cross-validation. But the idea is simply that we check whether the dot product is a good predictor of y. If the diff is positive then we weight the G by the difference and then adjust it in the last foreach clause.

In the following we evaluate the cost as a function of error and of something proportional to the sum of squares of the weights. This is a way to test for overfitting. Another way of course is just to use cross-validation which is what I would recommend on say hourly data.
C(w) =  ∑(xiT·w - yi)2 + α∑wj2
