Dear Colleagues,

Thank you for your efforts and for your helpful comments. We have made several changes to improve the paper according to your recommendations, and have also included further analysis in response to some suggestions. We have responded to specific reviewer comments below, and have also included a list of changes made to the paper. Please note that as some of the tables and text have been moved between the supplement and main text, and some of the sections of the main text reordered, the tables and sections referenced in the comments may no longer bear the same number in our revised work.

Sincerely,

    Noah Youngs
Reviewer: 1 
Comments to the Author 
”The time for using Mousefunc as a fair basis for best evaluation practices has probably passed”. 


We concur that the age of the Mousefunc data precludes it from being valid in terms of generalizing absolute performance, however we  believe that it is a valuable resource for relative algorithmic comparison. Despite their age, several of the algorithms in Mousefunc, and most specifically GeneMANIA along with its more recent improvements, remain some of the best performing function-prediction methods. Therefore we believe an apples-to-apples comparison with them, especially in an already-curated setting such as Mousefunc, is highly useful in demonstrating the relative performance improvement of our algorithm. In order to reinforce our findings, we have also included yeast data, as well as one of the few available gold standard protein function evaluation sets. These other evaluations show that our improvement is not limited to Mousefunc data.
“For one thing, much of the performance in Mousefunc algorithms probably came from circularity within the data. Using Interpro to predict GO function is not an interesting exercise since the two map directly to one another (http://www.geneontology.org/external2go/interpro2go). Likewise, pfam (http://www.geneontology.org/external2go/pfam2go).”


We only partially agree with this assertion. The “direct” mapping of interpro to GO is not 1-1, but rather many-many, and corrupted by the fact that up until recently, interpro domain mapping included all GO functions associated with the family in which the domain appeared, without regard to the fact that it might be a different domain responsible for the functions in question. Indeed, inference of GO category from Interpro data is basically an exercise in inferring function from sequence-similarity, which while fruitful, is equivalent to an annotation of type “IEA”, which are not always accurate. It does not take long when perusing the limited selection of “NOT” annotation in GO, to find cases where a protein whose interpro domains would signify a particular GO category due to the mapping, has been shown to not have that category. 


While it is certainly true that the performance of Mousefunc algorithms would drop significantly with the exclusion of interpro data, this is primarily due to the richness of interpro as a data source, rather than to any circularity. Such circularity would only exist if, for proteins that have validation annotations in a GO category “g”, the interpro data available for those proteins included interpro domains that map to “g”, but this happens in only 17.2% of cases, indicating that it alone cannot be responsible for much of the performance of Mousefunc algorithms. 


[Dennis suggests deleting this paragraph. Too detailed for a cover letter.] As long as the GO database continues to be the primary controlled vocabulary for the functional assignment of proteins, it is only these annotations that can be treated as the ground truth. If Mousefunc was simply an exercise in transferring annotations from interpro to GO, we would see much less discrimination between algorithm performance, and higher performance numbers as well. We believe instead that Mousefunc was a useful evaluation scenario, whose interpro-based-bias contributed to the absolute performance numers to a small degree, but which in no way invalidates any relative algorithmic comparisons.


Having defended interpro, we recognize the insight of the reviewer. For that reason, we have applied our algorithms to yeast novel data, as well as the yeast gold standard, containing no interpro or pfam data, and therefore not subject to this potential bias. 
“the threshold to present convincing evidence that the algorithm is working, is not just showing it works better on the mousefunc data specifically. A substantially larger collection of data is absolutely necessary to make this appear other than a case of overfitting. Or a more concrete mechanistic explanation of how performance is improving. Or more comparison algorithms. Not all of these are necessary, but simply adding an entrant to Mousefunc 5 years after the fact is not reasonable.”


We concur that Mousefunc alone is not sufficient to prove the performance increase of our algorithm, which is why we included evaluations on yeast data, as well as the yeast gold standard. We also agree that our explanation of how performance improved was too brief in the original work, and have expanded upon it in our revised paper.
“I suggest (1) for an interesting review of one leading lab’s contributions. A number of issues of specific relevance to this manuscript are also described in (2) and the papers it references.”

These are excellent resources, and we believe their analysis is very much in line with our own discussion of evaluation biases in our supplementary text. The concrete suggestions for function prediction evaluation in reference (1) were largely the use of temporal holdouts, and gold standard data sets where available, both of which are the primary focus of our work's evaluation.
“Of some particular relevance is the point regarding confounding discussions about performance with novel metrics. I am not sure the addition of the TopScore algorithm adds much to this manuscript (let alone three top score metrics). Of course, it doesn’t hurt much, but in addition to the recapitulation of GeneMANIA’s properties and other generalities, this uses up space (or reader focus) that would be better spent examining their novel contribution – how to choose negative example - with much greater depth.”


We agree that too much room was spent recapitulating GeneMANIA, and have moved some of these details to our supplement. 


We believe that our TopScore metric specifically addresses some of the issues discussed in reference (2), namely metrics that are of interest to biologists (precision), while also addressing some of the issues that can crop up when relying on precision numbers averaged over several functional categories. It is not our intention to utilize this new metric to validate our algorithm, and at no point do we ignore performance in more traditional metrics and draw conclusions about our algorithm's performance from this metric alone. Rather, we submit it to the community at large as a possible alternative to traditional metrics that biologists do not care about, but also a metric that preserves some nice properties when averaged over many learning tasks. 

 
”From the high precision-recall values, I infer the authors are calculating precision-recall by blinding the algorithm to some positives and some negatives but not some unknowns. Possibly, I am mistaken in this (in which case, overlap between, e.g., PFam and GO must account for these extreme values). I didn’t see it described in the methods or supplement, but I could easily have missed this.”

As described in our methods section (specifically section 4.3), there are in fact no known negatives in our validation set, and so we calculate precision-recall from the positives, and a set of unknowns which we treat as negatives. This set, consisting of roughly 10% of the proteins in each genome, represent proteins that received at least one new annotation in the time between the collection of the training and validation annotations. This choice attempts to alleviate some of the issues of treating all unknowns as negatives, as this is certainly not the case, while still allowing many unknowns to take part in the evaluation calculations, and increasing the likelihood that they are indeed negative examples, since they have been studied at least somewhat during the time between training and validation data collection. For the evaluation on the yeast gold standard set, our list of negatives was much more extensive, making our evaluation set approximately 68% of the yeast genome, with more than 10 times as many negatives as positives (also described in section 4.3).
“The problem is not picking a positive from a negative given some small subset of the two; the problem is picking a positive where positives are extremely rare. This is one reason why ROC measurements are generally over-optimistic in assessment” … “This can be fixed by trying to predict function not across a small blinded set of positives and negatives, but including the entire set of unknowns and treating them as negatives for the purpose of prediction assessment“

We agree that choosing a subset of unknowns to treat as negative will generate optimistic ROC measurements, but conversely claiming that all unknown genes are negatives will certainly generate pessimistic ROC measurements. The evaluation set constructed by Mousefunc mitigates these two opposing biases. Even if the resulting measurements are biased, however, they will be systematically biased among all algorithms, and do not invalidate the relative performance comparison of algorithms.  

”I think the manuscript would be considerably improved by a much stronger focus on a specific goal – negative example choice” 

We agree that negative example choice is one of the most interesting aspects of our work, and have expanded its discussion in our revised paper. 

Reviewer: 2 
Comments to the Author 

”2)Specific comments for revision: 
a) major 
1. Parameter tuning: 
Supplementary table 1 presents the performances of different parameter sets. For the mouse test and yeast novel data sets, NP has the similar or even better performances than TP. It means that the weighted pseudocount in equation 5 might not be consistently useful. The most important part of ALBias algorithm might be the usage of prior probability in equation 4 rather than the introduction of the weighted pseudocount. If authors cannot find a consistent way to guarantee that the tuned parameters set outperforms the default set, the parameter tuning procedure might not have the real contribution to improve performance.” 

We believe that the results in figure 2.a for the mouse novel set, as well as the results in table 3 for the yeast gold standard set, indicate that the weighted pseduocount does increase performance, but we agree that the performance for the yeast novel set as a whole indicates that future work on parameter tuning is needed. This is not a demonstration of inconsistency in the performance of the pseudocount, but rather showcases the difficulty of crafting a tuning subproblem that matches the original learning problem closely enough. We have included additional text in the main text (Section 5.3) and supplement to further clarify this issue, and included some potential future avenues that could lead to better tuning procedures.

”2. Network weighting: 
Supplementary table 3 presents the performances of three different network combination algorithms. Based on the results, the performances of SWSN are very close to SW algorithm, thus it is very difficult to tell that SWSN is really helpful, or not. There is no definition for SWANOrc in either main article or supplementary material. If authors can apply either ‘SW, ALBias’ or ‘SWAN, HLBias’ algorithm on these three datasets for comparison, it will be very helpful to estimate the importance of SWSN algorithm.” 

We have moved this discussion from the supplement to the main text (Section 5.2), added performance numbers for the yeast gold standard evaluation, and added more explicit explanation of the SWSNOrc (now called SWSNOracle) algorithm and its role in our argument. We believe this comparison and discussion shows that while the SWSN algorithm was not among the greatest contributing factors for our performance increase, it is a logical extension of the existing algorithm, and shows the promise of future performance increases as more negative examples are collected in the GO database, or even more refined negative example choosing methods are developed.

”3. Yeast example: 
Although ‘SWSN, ALBias’ algorithm consistently performs better than ‘SW, HLBias’ on most cases, the gap of performances is not very huge for two mouse datasets and authors also gave a reasonable explanation for the performance difference on those two datasets. But there aren’t enough discussions to explain the huge performance difference on yeast example between above two algorithms and the possible reasons lead to this big gap.” 


We agree with your assessment that the larger performance gap in yeast was not sufficiently explained in our original work. We have added to the discussion of these results in the main text (Section 5.4) along with a specific example of the cause of this large performance increase. We have also included several more examples in the supplement, showcasing how this larger gap was due to the contribution of including annotations from all three branches of GO in our label bias calculations.

Reviewer: 3 
Comments to the Author 

”2. Specific comments for revision 
a) Major 
1. The results of the performance comparisons among five (four) methods are presented in Fig. 2 (Table 1) and SWSN ALBias Tuned Params shows better performance than others. This is good, but it is not clear whether this better results came from the selection of negative data set or the SWSN algorithm, because the results for SWNS with HLBias or No Bias are not shown. One of the main topics of this manuscript is the selection of negative data, so the authors should show it more clearly. Probably, moving Supplementary Table 2 to the main text would help.” 

. In our revision, we have moved the discussion of the contributions of SWSN and Negative example choice to the main text (along with their accompanying tables), and added additional discussion as well. We have also included performance metrics for the yeast gold standard to further illuminate the contributions of the different aspects of our algorithm.

”2. I had the same impression for the SWSN algorithm. Therefore, it would be better to elaborate more on the sections 5.3 and 5.4.” 

We hope that the movement of discussion from the supplement to the main text, as well as the additional discussion added, as mentioned above, will suffice to address this comment as well. Sections 5.3 and 5.4 (Which are now 5.1 and 5.2) have been significantly expanded.

”b) Minor 
1. Although the authors may omit it intentionally, to me the argument ‘c’ for the functions prior_i and hence y_i is necessary.”

We believe that introducing the argument 'c' into our prior_i and y_i definitions would cause confusion, specifically in terms of suggesting that the y_i with argument 'c' that we define might not be the same y_i defined in the GeneMANIA objective functions. The text preceding our definitions, where we state “for a given function c”, serves the same purpose as the argument 'c', without introducing that confusion.


Complete Change List:

- We added a paragraph to the end of the intro to reinforce out awareness of validation issues as mentioned by Reviewer 1 (including the references that they suggested), and to emphasize the steps we took to counteract them.

- We moved details of Network Weighting modification to the Supplement, as this was an algorithmic change of lesser importance and makes more room in the paper for other discussions.

- We described the negative example choice in more detail in section 3.2, as desired by Reviewer 1.

- We changed the order of results sections, and moved the results discussion of negative examples and SWSN performance to the main text, with accompanying tables. This addresses comments from Reviewers 2 and 3 about wanting to see more dissection of the source of performance increases in the main text.

- We added more discussion to section 5.4, specifically about the performance gap in yeast, with additional specific examples in the supplement, addressing the comments of Reviewer 2.

- We moved parameter tuning details to supplement, described the variance of results in greater detail (emphasizing where it works well more, and adding in a hypothesis about why it does not work as well on yeast), addressing the comments of Reviewer 2.

- We changed references to "golden set" to "gold standard" for consistency with other published work.

- We changed the algorithm name "SWSNOrc" to "SWSNOracle" for clarity, and added more explicit references to it it in the text, to address the comment by Reviewer 2.

- We changed the final conclusion sentence to be more indicative of the comparative nature of the paper, rather than absolute prediction accuracy claims, to address some of the comments of Reviewer 1.

- We moved details (specifically mathematical details) about previous work on GeneMania to the supplement, in order to make more room in the paper and avoid distracting reader focus, as desired by Reviewer 1.

- We added the missing "(GRF)" as pointed out by Reviewer 2.

- We moved the discussion of the specificity-related performance results to the supplement to make more room for more interesting results discussion in the main text.

- We added a reference to table 3, as desired by Reviewer 3.
