Notes modified:
During the training and testing, the strategy is to try all the possible coefficients that might influence the performance of the training system.

1. Put all the related species into the training set at the same time. And then use the FindingRelated algorithm to decide which genes are related between the target and source species, which might contain several species;
2. Select the related result of one source species for a time, with the target species. Calculate the minimum of minimum blast, maximum of maximum blast, average of max blast, average of min blast, average correlation, minimum correlation, average pValue, and species similarity. Details are in the table below:
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	Variables
	How to calculate

	min_min_blast
	min(min(b1, b2), min(b1’,b2’), …)

	max_max_blast
	max(max(b1, b2), max(b1’,b2’), …)

	average_min
	Average(min(b1, b2), min(b1’, b2’), …)

	average_max
	Average(max(b1, b2), max(b1’, b2’), …)

	Average_corelation
	Average(C1, C1’, …)

	Min_corelation
	Min(C1, C1’, …)
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	penalizes the norm of w and thus guides the algorithm to prefer smaller weights This is a cost term and should not be part of the calculation of the prediction of the correlation of the genes in the target


We can take off one or two coefficients at a time to see whether or not the weights will be closer to the manually set weights for purposes of generating the testing data. .This means we will have to determine a set of coefficients, and use them to generate artificial data, and train the coefficients using SGD algorithm with data generated. And the coefficients found by SGD must be exactly the ones used to generate the data. Yes, exactly.
Or we can judge whether the weights are useful by generating better correlation results of the target species compared to the known correlation value that generated from threshold for Blast, find out whether they are close at a certain range
And we use only the significant coefficients in the next try. No. After this, we can apply your software in the knowledge that it is working.
3. Train the model by Stochastic Gradient Decent with the selected source and target species from step 2, and predict one set of result each time, until all the related species are trained. SGD keeps update a single set of weights until using up all the related genes. 
We train only on those “highly correlated” gene pairs in order to get rid of the noise “in between” which make 90% of the data and, therefore, might mislead our model.
4. Get N prediction of coefficients from the N related species and pick the one that is most suitable to calculate the target species’ correlation. Use different combination of species as source and target species.
Realization
· Finding related species involving more than 2 species
1. In the training part I have done before, if the size of data set of edgetab in source species has 20 million lines, then the time to find the related species will be 20 seconds running on about 20 parallel cores.
2. So when there are more species involved, we can run the species serially, by finding two related species at a time, and then split every species edgetab into different cores to calculate in parallel. And the time will be 20*N seconds (N is the total number of species).
· Training by Stochastic Gradient Decent
	Online learning:
	

	wt+1=wt - η*∇Ci(wt)
	(1)

	∇Ci(wt)= Ci’(wt) = 2*(xiT·wt - yi)xi  + 2α*wt
	(2)

	Ci(wt) = Li(wt) + R(wt)
	(3)

	Li(wt) = (xiT·wt - yi)2
	(4)

	R(wt)=α∑jwt,j2
	(5)


1. As there might be many local minima while training Stochastic Gradient Decent, we might apply parallel method, which means we initialize a set of weight vectors with a certain interval and proceed independently on each core to refine the weight result. Then we collect all the results to get the most sufficient coefficients.
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