Scribe Notes

FOR WEDNESDAY: Yuri presents Eliza, Talk about coach, mccarthy. Maybe go through some games.

Recall Entropy in a nutshell – entropy=disorder. More information is needed to describe the scene.

Entropy formula – most likely outcome should have shortest encoding, least likely should have longest

Average information per character H(X)=-p1log2p1-p2log2p2-….pmlog2pm
NOW we’re trying to do learning. Computer Learning.

	X(college major)
	Y (likes “Gladiator”?)

	Math
	Yes

	History
	No

	CS
	Yes

	Math
	No

	Math 
	No

	CS
	Yes

	History
	No

	Math 
	Yes


From this data we estimate…

P(Likes G=Yes)=0.5

P(Major=Math & Likes G = No)= 0.25

P(Major=Math)=0.5

P(Likes G = Yes | Major = History)=0

What is the entropy of the math majors? Probability of math = ½

½*-log2( ½ )=0.5

What is the entropy of the history majors? Probability of history= ¼ 


¼ * -log2( ¼ )=0.5

What is the entropy of CS majors? Same as history.

Therefore H(X)=1.5

How much do you learn about Y if you know X. Use information theory.

Specific conditional entropy

H(Y|X=v)=The entropy of Y among only those records in which X has value V

H(Y|X=Math)=1

H(Y|X=History)=0

H(Y|X=CS)=0

The more entropy, the more information you need to know.

Old Entropy-Conditional Entropy=Information Gain ( what you get from knowing what the major is.

H(wealth)=0.79, H(wealth|gender)=0.76; IG(wealth|gender)=0.03

With a dataset – what can you do? Histograms [1-d contingency table], 2-d contingency table, etc.

· For each value, check how many records match

· 3-d tables are hard to visualize

Data Mining: automating the process of searching for paterns in data 

· Use information theory!

Searching for high information gain:

Mpg given many details about a car – i.e. cyinders, displacement, etc.

· Look at all information gains


· Take the original dataset and partition it according to the value of the attribute we split on

· Build tree by partitioning each partition. Whee.

Why are we doing this anyways? Predict stuff about new data.

Test Set Error: we are forward thinking, we hide some data away when we learn the decision tree, but once we learn it we see how well the tree predicts it. TEST SET ERROR.

Occam’s Razor. Net effect – you want the simplest possible explanation of the data.

How many attributes for decision tree?

Cross-validation: Build decision tree off of 90% of information, then test it on the rest. Do this 10 times with different test sets each time.  Find commonalities among them that give a good training& test set error.

