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Lecture 2: Hardware Perspective of GPUs



History of GPUs é 
How did they evolve?



Why Looking at GPU History?

ÅLooking at how things evolved can 
highlight future directions.

ÅSome of the current architecture 
decisions wonõt make sense without 
historical perspective.



A Little Bit of Vocabulary

ÅRendering: the process of generating an 
image from a model

ÅVertex : the corner of a polygon (usually 
that polygon is a triangle)

ÅPixel: smallest addressable screen 
element



From Numbers to Screen



Before GPUs

ÅVertices to pixels: 
ïTransformations done on CPU

ïCompute each pixel òby handó, in seriesé 
slow!

Example: 1 million triangles * 100 pixels 
per triangle * 10 lights * 4 cycles per 
light computation = 4 billion cycles



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

Receives graphics commands
and data from CPU 



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

ÅReceives triangle data
ÅConverts them into a form that

hardware understands
ÅStore the prepared data in vertex cache



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

ÅVertex shading transform and lighting
ÅAssigns per-ǾŜǊǘŜȄ ǾŀƭǳŜ όŎƻƭƻǊǎΣ ΧύΦ



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

Creates edge equations to interpolate
colors across pixels touched by the triangle



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

ÅDetermines which pixel
falls into which triangle
ÅFor each pixel, interpolate
per-pixel values from vertices



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

Determines the final color
of each pixel



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

The raster operation:
performs color raster operations
that blend the color of overlapping
objects for transparency and 
antialiasing



Early GPUs:
Early 80s to Late 90s

Fixed-Function Pipeline

The frame buffer interface
manages memory reads/writes.



Next Steps
ÅIn 2001:
ïNVIDIA exposed the application developer to 

the instruction set of VS/T&L stage

ÅLater:
ïGeneral programmability extended to to shader

stage Ą trend toward unifying the functionality 
of the different stages as seen by the 
application programmer.
ïIn graphics pipelines,  certain stages do a great 

deal of floating -points arithmetic on a 
completely independent data. 
ÅData independence is exploited Ą key assumption in 

GPUs



Fragment =  a technical term usually meaning a single pixel



In 2006

ÅNVIDIA GeForce 8800 mapped 
separate graphics stage to a unified 
array of processors
ïFor vertex shading, geometry processing, 

and pixel processing

ïAllows dynamic partition



Regularity + Massive Parallelism
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Exploring the use of GPUs to solve compute intensive problems

GPUs and associated APIs were designed to process graphics data
The birth of GPGPU but there are many constraints



Previous GPGPU Constraints
ÅDealing with graphics API
ïWorking with the corner cases of 

the graphics API

ÅAddressing modes
ïLimited texture size/dimension

ÅShader capabilities
ïLimited outputs

Å Instruction sets
ïLack of Integer & bit ops

ÅCommunication limited

ÅNo user -defined data types

Input Registers

Fragment Program

Output Registers

Constants

Texture

Temp Registers

per thread

per Shader

per Context

FB       Memory



The Birth of GPU Computing
ÅStep 1 : Designing high-efficiency floating -point and 

integer processors.

ÅStep 2 : Exploiting data parallelism by having large 
number of processors

ÅStep 3 : Shader processors fully programmable with 
large instruction cache, instruction memory, and 
instruction control logic.

ÅStep 4 : Reducing the cost of hardware by having 
multiple shader processors to share their cache and 
control logic.

ÅStep 5 : Adding memory load/store instructions with 
random byte addressing capability

ÅStep 6 : Developing CUDA C/C++ compiler, libraries, 
and runtime software models.



A Quick Glimpse on:
Flynn Classification

ÅA taxonomy of computer architecture

ÅProposed by Micheal Flynn in 1966

ÅIt is based two things:
ïInstructions

ïData 

Single instruction
Multiple 
instruction

Single data SISD MISD

Multiple data SIMD MIMD



PU = Processing Unit



Which one 
is closest to

GPU?



Problem With GPUs: Power

Source: http://www.eteknix.com/gigabyte-g1-gaming-geforce-gtx-980-4gb-graphics-card-review/17/



Problems Faced by GPUs

ÅNeed enough parallelism

ÅUnder -utilization

ÅBandwidth to CPU

Still a way to go



Letõs Take A Closer Look:
The Hardware



Simplified View

{ƻǳǊŎŜΥ ά¢ƘŜ /¦5! IŀƴŘōƻƻƪέ  ōȅ bƛŎƘƻƭŀǎ ²ƛƭǘ ΦΦ /ƻǇȅǊƛƎƘǘ όŎύ ōȅ tŜŀǊǎƻƴ 9ŘǳŎŀǘƛƻƴ LƴŎΦ



A Closer Look é 

{ƻǳǊŎŜΥ ά¢ƘŜ /¦5! IŀƴŘōƻƻƪέ  ōȅ bƛŎƘƻƭŀǎ ²ƛƭǘ ΦΦ /ƻǇȅǊƛƎƘǘ όŎύ ōȅ tŜŀǊǎƻƴ 9ŘǳŎŀǘƛƻƴ LƴŎΦ



How about multi -CPU?
Also: memory controller in CPU

{ƻǳǊŎŜΥ ά¢ƘŜ /¦5! IŀƴŘōƻƻƪέ  ōȅ bƛŎƘƻƭŀǎ ²ƛƭǘ ΦΦ /ƻǇȅǊƛƎƘǘ όŎύ ōȅ tŜŀǊǎƻƴ 9ŘǳŎŀǘƛƻƴ LƴŎΦ



I/O Hub inside the CPU

{ƻǳǊŎŜΥ ά¢ƘŜ /¦5! IŀƴŘōƻƻƪέ  ōȅ bƛŎƘƻƭŀǎ ²ƛƭǘ ΦΦ /ƻǇȅǊƛƎƘǘ όŎύ ōȅ tŜŀǊǎƻƴ 9ŘǳŎŀǘƛƻƴ LƴŎΦ





source:  http://static.ddmcdn.com/gif/graphics-card-5.jpg



The Interconnection:
CPU-GPU and GPU-GPU



About Connections

PCIe

NVLINKSLI

Crossfire



PCIe
ÅPeripheral Component Interconnect
ÅDeveloped by Intel
ÅPCI Express architecture is a high performance, 

IO interconnect for peripherals.
ÅA serial point -to -point interconnect between two 

devices
ÅData sent in packets
ÅEach lane enables 250 MBytes /s bandwidth per 

direction.
ÅSynchronous
ÅNo shared bus but a shared switch



PCIe

Speed for
v3.0



Version Speed (x1)
1.0 2.5 GT/s 250 MB/s
2.0 5 GT/s 500 MB/s
3.0 8 GT/s 984.6 MB/s
4.0 16 GT/s 1969 MB/s
5.0(expected in 2019) 32 or 25 GT/s 3938 or 3077 MB/s

Speed of PCIe



2PCISlots

1x16PCIeSlots

3x1PCIeSlots

Source: National Instruments



1x16PCIeSlots

Source: National Instruments



SLI

ÅScalable Link Interface

ÅDeveloped by NVIDIA

ÅEnables inter -GPU communication of up to 
1GB/s

ÅConsumes no bandwidth over the PCIe bus.

Å2,3, or 4 graphics cards



Crossfire

ÅFrom AMD

ÅVery similar technology as SLI

Source: http://www.pcworld.com/article/2023630/how-to-trick-out-your-gaming-pc-with-multiple-graphics-cards.html


